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Gaze change can misalign spatial reference frames encoding visual and vestibular signals in cortex, which may affect the heading
discrimination. Here, by systematically manipulating the eye-in-head and head-on-body positions to change the gaze direction of
subjects, the performance of heading discrimination was tested with visual, vestibular, and combined stimuli in a reaction-time task
in which the reaction time is under the control of subjects. We found the gaze change induced substantial biases in perceived heading,
increased the threshold of discrimination and reaction time of subjects in all stimulus conditions. For the visual stimulus, the gaze
effects were induced by changing the eye-in-world position, and the perceived heading was biased in the opposite direction of gaze. In
contrast, the vestibular gaze effects were induced by changing the eye-in-head position, and the perceived heading was biased in the
same direction of gaze. Although the bias was reduced when the visual and vestibular stimuli were combined, integration of the 2 signals
substantially deviated from predictions of an extended diffusion model that accumulates evidence optimally over time and across
sensory modalities. These findings reveal diverse gaze effects on the heading discrimination and emphasize that the transformation
of spatial reference frames may underlie the effects.
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Introduction
Accurate heading discrimination relative to the body is important
for navigation in the environment. Vestibular and visual signals
input to the brain provide us with the most important heading
information. However, they could dynamically change relative
to the body when the eye-in-head (EIH) and/or head-on-body
(HOB) positions vary (Weyand and Malpeli 1993; Bremmer et al.
1997; Li and Guo 1997; Shaikh et al. 2004; Hartmann et al. 2011;
Ong and Bisley 2011; Chen et al. 2013a), as the vestibular and
visual heading signals originating from the retina and otolith
organs, respectively are initially coded in eye- and head-centered
reference frames. Therefore, they should be first transformed
from their original into the body-centered reference frame by
combining the EIH and/or HOB signals before they could be used
for discriminating heading (Cohen and Andersen 2002). Although
many studies reported that both human and macaque subjects
can integrate the 2 signals in a statistically optimal way in the
brain to facilitate heading perception (Gu et al. 2008; Fetsch et al.
2009; Butler et al. 2011; Fetsch et al. 2011; Gu et al. 2012; Prsa
et al. 2012; de Winkel et al. 2013; Chen et al. 2013b; Prsa et al.
2015), the eye-, head-, body-, and world-centered spatial reference
frames were aligned in those experiments. Thus, it is still unclear
how the change of EIH and/or HOB positions affects the heading
discrimination because of the potential spatial reference frame

transformation, and whether this change causes the integration
of visual and vestibular signals to deviate from the optimal model.

Physiologically, past work has revealed transformation of ref-
erence frames during the heading information processing in the
brain. For example, the cortical representation of vestibular head-
ing signals is diverse and flexible: Intermediate between eye-
and head-centered in the medial superior temporal area (MST,
Fetsch et al. 2007; Chen et al. 2013c), intermediate between head-
and body-centered in the parietoinsular vestibular cortex (PIVC,
Chen et al. 2013c) and body-centered in the ventral intraparietal
area (VIP, Chen et al. 2013c, 2018), suggesting transformations
from the original head-centered reference frame, even though the
original eye-centered reference frame of visual heading signals
is still maintained in the brain as the visual heading tuning
of neurons in many cortical areas shifts with the EIH and/or
HOB positions (Fetsch et al. 2007; Chen et al. 2013c, 2014; Fan
et al. 2015; Yang and Gu 2017). Furthermore, the eye-in-world
(EIW) gaze can dynamically shift the encoding reference frame of
vestibular signals in VIP from body to world-centered (Chen et al.
2018). Sasaki et al. (2020) has reported that monkeys can switch
reference frames from trial to trial between head- and world-
centered in a task to discriminate the direction of a moving object
during self-motion, and the responses of VIP neurons to visual
and vestibular stimuli are significantly modulated by the task
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reference frame used to compute the object direction. In addition,
when visual and vestibular stimuli are presented simultaneously,
the 2 signals could be integrated in MST (Gu et al. 2008; Fetsch
et al. 2009, 2011) and VIP (Chen et al. 2013a) and the encoding
reference frame for the combined signal is transformed and varies
as a function of the relative strength of visual and vestibular
tuning (Fetsch et al. 2007). However, it is still unknown how the
spatial reference frame transformation in the brain finally affects
the heading discrimination.

Psychophysically, there are several works studying gaze effects
on the heading discrimination. By varying EIH but keeping HOB
and body-in-world (BIW) positions constant, Crane (2017) has
shown the perceived vestibular and visual heading are biased
in the congruent and opposite directions of EIH, respectively,
and the bias depends on the relative reliability of visual and
vestibular stimuli in the combined condition. By varying both
EIH and HOB positions but keeping BIW constant, Ni et al. (2013)
has reported the perceived vestibular heading is biased in the
congruent direction of EIH or HOB, and Crane (2015) studied
the gaze effects on the heading estimation, showing that the
gaze biases heading in the visual and combined stimulus condi-
tions toward retina coordinates but do not influence the vestibu-
lar heading. However, Crane (2015) used a large sampling step
(5◦) of heading directions prevents it from studying the gaze
effects with high precision, especially in the straightforward direc-
tion, where subjects can discriminate differences of visual head-
ing that is <2◦ (Lappe et al. 1999). And the potential reference
frame transformation was not considered specifically in those
experiments, for example, to model the heading perception by
including the reaction time of subjects or incorporating signals
related to EIH and HOB positions of subjects. Therefore, system-
atically studying gaze effects on the heading discrimination is still
needed.

We hypothesize that noise and bias in the heading signals
and potential reference frame transformation could affect the
heading discrimination, including deviations of the integration of
visual and vestibular signals from the optimal modal, increasing
reaction time of subjects. Here, the gaze direction of subjects
was systematically changed by manipulating the (EIH and HOB)
position while keeping the BIW direction straight ahead, and
subjects were instructed to report their perceived heading relative
to BIW as soon as possible after the stimulus onset. In each gaze
direction, the performance of heading discrimination was tested
with visual, vestibular, and combined stimuli. Our results showed
that both heading accuracy and precision were reduced by the
gaze change, and the reaction time of subjects was increased.
The visual heading was biased in the opposite direction of EIW
gaze, but the vestibular heading was biased in the direction of
EIH gaze. Although the bias was reduced when the visual and
vestibular signals were combined, integration of the 2 signals
was not effectively explained by an extended diffusion model
that accumulates evidence optimally over time and across the
2 signals, and trades off accuracy with speed in the decision of
subjects.

Materials and methods
Subjects
Nine healthy subjects (22–28 years) at least finished each experi-
mental condition in the study. All were right-handed, had normal
or corrected-to-normal vision, and no history of musculoskeletal,
vestibular, or neurological disorders. Subjects were informed of

the experimental procedures, and informed written consent was
obtained as per the guidelines of the Institutional Review Board.

Apparatus
Subjects were seated comfortably in a padded racing car seat
mounted on a 6 degree-of-freedom motion platform (MB-E-
6DOF2000E, Moog). A 5-point safety harness held the subject’s
body securely in place. A subject-fitted thermoplastic mesh mask
secured the head against a metal plate with a spindle shaft fixed
on back of the seat, thereby immobilizing the head of subject
relative to the platform during movement. A stop pin can be
engaged to prevent rotation of the spindle shaft and keep the
body direction straight ahead. When the stop pin was removed,
the head was free to rotate in the horizontal plane (yaw rotation
around the center of the head-body axis) with a maximum
amplitude of 20◦. A 48-inch LED monitor (SAMSUNG DH48E, 60 Hz,
105.4 cm × 59.3 cm, 1,440 × 900 pixels) was fixed on top of the
platform, 81 cm in front of the subject. Goggles with Wratten
filters (Kodak, red no. 29 and green no. 61 for left and right eyes,
respectively) were wore to provide stereoscopic depth cues, when
subjects watched the visual stimuli on the monitor screen with
a 66◦ × 40◦ field of view. Eye positions were tracked at 1,000 Hz
(Eyelink 1000 plus, SR Research). The eye tracker was firmly
secured to the motion platform by four stainless-steel screws
to reduce the vibration impact during movement. As components
on top of the platform were all covered within a frame with black
nonreflective material, subjects’ field of view was restricted to
the screen and local environment within the frame. Together,
the platform and frame defined a world reference frame, and
movements of the platform translated the entire frame relative
to the world. Sounds from the platform were masked by playing
white noise through headphones. Behavioral responses were
collected using 2 buttons (left and right) on a box.

Stimuli
Subjects were translated by the motion platform to perceive
vestibular stimulation. The translation followed a Gaussian
velocity profile (duration = 2 s; displacement = 17.7 cm; peak
velocity = 0.28 m/s; peak acceleration = 0.68 m/s2) and was
limited in the horizontal plane. Twelve azimuth directions were
tested (±0.2◦, ±1.0◦, ±2.0◦, ±4.0◦, ±8.0◦, and ±16.0◦), where 0◦

corresponded to straightforward direction in the world, and
plus and minus corresponded to the left and right of trunk.
Visual optic flow stimuli simulated self-motion through a 3D
anaglyphic random dots field (150-cm wide, 150-cm tall, and
100-cm deep) that extended 50 cm from the screen center
forward and backward, which were programmed using the C++
plus OpenGL (Open Graphics Library) and generated using an
OpenGL accelerator board (NVIDIA Quadro K2000). Dot density
of the field was 0.01/cm3. All dots in the field moved coherently
(100% coherence). Each dot was rendered as a red/green triangle
with a side length of 0.15 cm. The simulated visual translation
followed the same velocity profile and direction definition as in
the vestibular stimuli. Yellow symbols (0.2◦ × 0.2◦) were rendered
for the fixation (sphere for eye, and cross for head) or choice
(sphere) targets. Three heading stimulus conditions were used:
(i) A vestibular condition (Fig. 1A, D, and G) in which only the
vestibular stimulus was presented by translating the motion
platform, whereas the visual optic flow was not displayed on
the screen; (ii) a visual condition (Fig. 1B, E, and H) in which the
platform remained stationary, whereas the optic flow was shown
to simulate the translation of subjects; (iii) a combined condition
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Fig. 1. Experimental design. Columns and rows show stimuli and gaze conditions, respectively. The gray triangle indicates the motion platform. Red and
green dots displayed on the screen (black rectangle) indicate the optic flow stimulus. The platform together with screen moves from a previous position
(transparent) to the current (opaque). The body/trunk direction of a human subject (brass object) remains constant relative to the platform and screen.
However, the gaze is varied by manipulating the (EIH and HOB) position to form 3 conditions (Methods): Eye-varied (E, A–C), Head-varied (H, D–F) and
Eye&Head-varied (EH, G–I). In the E condition, EIH varies but HOB remains constant, including 3 positions ([−20◦, 0◦], [0◦, 0◦], and [20◦, 0◦]). In the H
condition, EIH remains constant but HOB varies ([0◦, −20◦], [0◦, 0◦], and [0◦, 20◦]). In the EH condition, EIH and HOB vary together ([20◦, −20◦], [0◦, 0◦],
and [−20◦, 20◦]). The minus sign indicates the direction to the left. In each condition, only the first position is shown here.

(Fig. 1C, F, and I) in which both the vestibular and visual stimuli
were presented congruently and synchronously.

In order to test the delay in the presentation of visual or
vestibular stimulus and the lag in the synchronization when they
were presented simultaneously in the combined condition (Gu
et al. 2006), a validation procedure (Supporting Information, Kim
et al. 2019) was performed on our system as soon as it was built
before any experiments, and was run again after the current
experiments. In brief, an accelerometer was secured on the plat-
form to measure the real-time acceleration in the movement, and
a phototransistor was attached on the monitor to detect the real-
time refreshing of the visual stimulus (Supplementary Fig. S2,
see online supplementary material for a color version of this
figure). Analog signals from these 2 sensors and command signal
from the GUI (graphical user interface) component were con-
nected into the data acquisition component and sampled simul-
taneously. Although there were some delays in the presentation
of visual (19.85 ± 1.75 ms) or vestibular (19.43 ± 6.96 ms) stim-
uli and lags (−0.35 ± 7.22 ms) in the synchronization between
them in our system (Supplementary Fig. S3, see online supple-
mentary material for a color version of this figure), considering
the relative long duration (2,000 ms) of stimuli in our experi-
ments, such delays should not have significant effects on the
results.

Experimental protocol
Gaze directions were manipulated by varying the (EIH and HOB)
position while keeping BIW direction straight ahead to include 3
conditions: Eye-varied (E), Head-varied (H), and Eye&Head-varied
(EH). Display duration of the eye fixation target was manipulated
while keeping EIH, HOB, and BIW aligned to the straightforward
direction to include an additional eye target (ET) condition. For
each subject, the ET condition was performed first, then E, and
finally H and EH conditions that were randomly interleaved. In
each gaze condition, the heading discrimination performance of
subjects was tested for each stimulus condition. All the experi-
mental protocols were implemented and controlled by customed
software.

Eye-varied gaze condition
The stop pin was set in place to stop head rotation and make
HOB and BIW fixed and aligned (Fig. 1A–C). The beginning of each
trial was signaled with an audible tone (150 ms), and then an eye
fixation target appeared at 1 of 3 positions on the screen: −20◦

(left), 0◦ (straight ahead), or +20◦ (right). The subject was required
to fixate the target within a 5◦ × 5◦ rectangular window for 500 ms
before stimulus onset and to maintain the fixation throughout
the following 2-s stimulus duration. The trial ended without
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feedback after the subject pressed the button to report the per-
ceived heading direction. Therefore, 3 (EIH and HOB) positions
([−20◦, 0◦], [0◦, 0◦], and [20◦, 0◦]) were included and 8 directions
(±0.2◦, ±1.0◦, ±8.0◦, and ±16.0◦) were tested. There were 2,160
trials (8 directions × 30 repeats × 3 positions × 3 stimuli) at least,
which were divided into 2 or 3 blocks and finished in separate
days. Trials were randomly interleaved and intertrial interval was
5 s. The subject was set to take a short rest every 20 min. The
whole 12 motion directions were used in the ET condition and
pilot experiments for the gaze conditions, but the resulting total
trials (3,240) were too much to be practical for all subjects. In
addition, the response data were noisy. However, we noted the
heading discrimination was very accurate when motion directions
were >1◦ for visual stimuli but reached a high accuracy until 8◦

for vestibular stimuli as showing in the ET condition (Fig. 6A–C).
Therefore, in order to balance the precision and the signal noise
ratio (SNR), 4 directions (±2.0◦ and ±4.0◦) were not included but a
high repeat number was used.

The subject was instructed to fixate the ET while paying atten-
tion to the heading direction during stimulation, and to judge
whether they were moving leftward or rightward relative to the
straightforward direction of his trunk midline. The subject was
encouraged to do a best guess when not sure and report his
perceived heading direction as soon as possible after the stim-
ulus onset by pressing the corresponding button. If no button
was pressed during the stimulation period, the ET disappeared
and 2 choice targets were presented 5◦ to the left and right
of the ET after the stimulus offset, informing the subject to
do the report within the following 2 s. If the subject still did
not respond during this period, the current trial was marked as
failed and put back to the trial queue. The reaction time (RT)
was defined as the interval from the stimulus onset to button
pressing. Before the experiments began, subjects were required
to do some practice (30–80 trials) to learn how to do the task and
follow the protocol. Feedback (correct choice) was given at the end
of each practice trial, and subjects were reminded to judge the
heading direction relative to the trunk midline instead of the gaze
direction.

Before each block of experiments, the Eyelink system was
calibrated with a standard 9-point calibration and validation pro-
cedure for each subject, while viewing the points binocularly (de
Haan et al. 2018). The eye position was tracked and monitored in
real-time during the whole experiment, and data were recorded.
If the subject kept breaking the fixation window or the judging
accuracy in the last 12 trials was <50%, the subject was instructed
to focus attention and make fixation through a headphone or by
showing a warning message on the screen (red color and flashing).
In addition, online eye calibration was done by the drift correction
function of Eyelink system if necessary.

Head- and Eye&Head-varied gaze conditions
The stop pin was removed to free the head to rotate. Each trial
started with a 150-ms tone, and then a head target was shown
at 1 of 2 positions on the screen: −20◦ (left), +20◦ (right). The
subject was required to rotate head in the corresponding direction
until the rotation was stopped by the spindle shaft (reached the
maximum amplitude of 20◦). And then, the subject pressed any
button to signal the control software to show the ET at 1 of 3
positions on the screen: −20◦, 0◦, or +20◦. The subject was required
to keep the head direction constant while fixating the ET, then
press any button again to signal the control software to present
stimuli. Both the head direction and eye fixation were required to
be maintained for 500 ms before the stimulus onset and during

the following 2-s stimulus. Three (EIH and HOB) positions ([0◦,
−20◦], [0◦, 0◦], and [0◦, 20◦]) were included in the H condition
(Fig. 1D–F), and another 3 positions ([20◦, −20◦], [0◦, 0◦], and [−20◦,
20◦]) were included in the EH condition (Fig. 1G–I). Since [0◦, 0◦]
appeared in all the 3 conditions and was already tested in the
experiment set for E condition, it was not tested repeatedly in
H and EH conditions. Therefore, there were 4 distinct positions
([0◦, −20◦], [20◦, −20◦], [−20◦, 20◦], and [0◦, 20◦]) and 2,880 trials (8
directions × 30 repeats × 4 positions × 3 stimuli) at least, which
were divided into 3 or 4 blocks and finished in separate days. Trials
were randomly interleaved and intertrial interval was 5 s. All the
other settings, procedures, and instructions were same as those
for the E condition. The head was fixed by setting the stop pin
in place when calibrating the Eyelink system before each block of
experiments but was free to rotate during experiments. Therefore,
the approximate head direction and eye fixation direction were
still be able to be tracked and monitored in real-time during the
experiment, although not very accurate.

ET condition
In addition to the conditions above designed to test the gaze
effects, this condition was included to test the effect of eye
fixation target as a possible reference for heading discrimination.
The stop pin was engaged to make HOB and BIW fixed and aligned,
and the ET was shown at the screen center ([0◦, 0◦]) to align EIH
with HOB and BIW. Display duration of the ET was manipulated
to form 3 conditions: ET-ON, ET-CUE, and ET-OFF. In the ET-ON,
after the 150-ms start tone, the ET was shown for 500 ms before
stimulus onset and during the following 2-s stimulation period.
Subjects were required to fixate the ET during the whole trial. In
the ET-CUE, the ET was shown for only 500 ms before the stimulus
onset and then disappeared, but subjects were still required to
maintain the fixation during the stimulation period even if the ET
was not shown. In the ET-OFF, no fixation target was shown during
the whole trial, and subjects were not required to do the fixation.
A trial ended without feedback after subjects pressed the button
to report perceived heading direction as soon as possible after the
stimulus onset. There were 3,240 trials (12 directions × 30 repeats
× 3 conditions × 3 stimuli), which were divided into 3 or 4 blocks
and finished in separate days. Trials were randomly interleaved
and intertrial interval was 5 s. All the other settings, procedures,
and instructions were same as those in the E condition.

Data analysis
All data analyses were done in Matlab (Mathworks). In the E
condition, a trial was selected as valid if eye data during stim-
ulation period were within a 5◦ × 5◦ rectangular window cen-
tered around the fixation point (Supplementary Fig. S1, see online
supplementary material for a color version of this figure). The
point of subjective equality (PSE) and threshold of psychometric
curves fitted with valid trials (82 ± 12%) were not significantly
different from that fitted with all trials across subjects (P = 0.9 for
PSE and 0.54 for threshold, Wilcoxon rank sum test). Therefore, all
trials were included in the analyses for H and EH conditions. Sig-
nificant gaze effects were tested with parametric/nonparametric
tests, analysis of variance (ANOVA), and linear regression.

Psychometric function fitting
The analysis was based on psychometric curves representing
the proportion of rightward choices as a function of heading
(Wichmann and Hill 2001). We calculated a separate psychometric
curve for each gaze direction in each stimulus and each gaze con-
dition. The psychometric curves were parameterized by fitting the
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probability P (θ) of rightward choices with a cumulative Gaussian
function (Klein 2001; Ni et al. 2013) using the Palamedes toolbox
(Prins and Kingdom 2018):

P (θ ; PSE, σ) = 1√
2πσ 2

∫ ∞

0
exp

⎡
⎢⎢⎢⎣−

(∼
θ − (θ − PSE)

)2

2σ 2

⎤
⎥⎥⎥⎦ d

∼
θ (1)

The θ is the heading direction. The PSE characterizes the
accuracy of heading discrimination corresponding to the heading
which yields 50% rightward and 50% leftward choices. A PSE close
to 0◦ indicates accurate heading discrimination. The σ is the
psychophysical threshold representing the inverse precision of
heading discrimination. A small threshold indicates highly precise
(i.e. sensitive) heading discrimination and steep psychometric
curves. PSE and σ were estimated by fitting psychometric function
using Bayesian criterion.

IPSEij = pi − pj

gi − gj
; ITHRij or IRTij = pi − pj∣∣gi − gj

∣∣ (2)

Three indices formulated by Equation (2) were computed to
quantify the shift of psychometric curves (IPSE), the change of
slope or threshold (ITHR), as well as the change of RT of subjects
(IRT), relative to the gaze change. The numerator represents the
parameter change (p: PSE, threshold, or RT) between a pair of
psychometric curves (i and j), and the denominator is the dif-
ference between 2 gazes (gi and gj) at which the 2 psychometric
functions were measured. The magnitude (|IPSE|, |ITHR|, and |IRT|)
reflects the extent to which the heading accuracy, precision and
RT is affected by the gaze change, with 0 indicating no effects.
|IPSE| ranges between 1 (when the psychometric curve shifts
by an amount equal to the gaze change) and 0 (when there is
no shift). The sign of IPSE indicates whether the shift direction
of psychometric curve and gaze change is consistent (plus for
congruent and minus for opposite). In each stimulus and each
gaze condition (Fig. 2), 3 IPSE values are computed (one for each
distinct pair of the 3 psychometric curves), and 2 ITHR or IRT
values are computed (one for left versus center and the other for
right versus center, not including left versus right) as the threshold
and RT were not sensitive to the direction of gaze change. The
average index across the 3 or 2 values was grouped and reported
according to whether the gaze change was caused by EIW or EIH.
In the H condition, the gaze was changed by varying EIW but
keeping EIH constant (pure EIW); conversely in the EH condition,
subjects changed gaze by varying EIH but keeping EIW constant
(pure EIH). In the E condition, EIW and EIH gaze varied together
(mixed). Therefore, the average indices were computed only in E
and H conditions for EIW, because the EIW position did not change
in EH condition, the denominator of Equation (2) is 0 and the result
is meaningless. Similarly, the computation was performed only in
E and EH conditions for EIH, as the EIH position did not change in
H condition.

Optimal cue integration
In the RT paradigm of heading discrimination like ours, in which
subjects choose when to make a decision, Drugowitsch et al.
(2014) reported an extended diffusion model (EDM) that accumu-
lates heading evidence over time and across visual and vestibular
signals in a statistically optimal way. The EDM fits the data
of choices and RTs of subjects simultaneously, and trades off

accuracy with speed in the decision. The EDM was applied to our
data from each gaze condition and each subject (Supplemental
Information, SI). The unimodal sensitivity (k) in each stimulus
condition (visual, vestibular, and combined) was fitted separately
to the complete data set from each subject. The sensitivity in the
combined condition was then predicted by computing the optimal
integration of unimodal visual and vestibular heading sensitiv-
ities by Equation (4) in the SI, and the corresponding threshold
was defined by Equation (10) in the SI. ITHR values computed
with the observed and predicted thresholds in the combined
condition were compared with test if subjects still integrate the
visual and vestibular heading signals optimally (Fig. 4). Although
the EDM included a bias parameter to capture the bias in heading
discrimination (i.e. horizontal shift of the psychometric function),
the bias was not specifically modeled as the PSE of subjects.
Therefore, the bias was not used to predict the IPSE and compared
with the IPSE computed with the observed PSE in the combined
condition.

Results
The gaze direction of subjects was systematically changed by
manipulating the (EIH and HOB) position while keeping the BIW
direction straight ahead to form 3 conditions (E, H, and EH in
Figs. 1 and 2, Methods). In each gaze condition, the performance
of heading discrimination was tested with 3 translational self-
motion stimuli: Vestibular, visual, and combined. Our results
showed that the performance was affected by the EIW and EIH
gaze.

EIW and EIH gaze affects visual and vestibular
heading discrimination, respectively
Data from an example subject are shown in the Fig. 2. The
black psychometric curves were measured at [0◦, 0◦] position,
where (EIH and HOB) aligned with the BIW direction in the
straightforward direction and there was no gaze change. The
subject perceived heading accurately in all stimulus conditions
as PSEs of the black curves were all close to 0◦ (−0.14◦, 0.29◦, and
−0.17◦for visual, vestibular, and combined stimuli, respectively).
The average PSE across subjects was also close to and not
significantly different from 0◦ (black bars in Fig. 3A; P = 0.4 for
visual, 0.8 for vestibular and >0.9 for combined, Wilcoxon rank
sum test). Although amplitude of the value in the combined
condition was minimal, there was no significant difference across
stimuli (P = 0.78, 1-way ANOVA). In contrast, the heading precision
was highest in combined but lowest in vestibular condition.
The black curves for combined (σ = 0.80◦) and visual (σ = 0.43◦)
stimuli were much steeper than the curve for vestibular stimulus
(σ = 2.18◦), and their average thresholds were significantly less
than that for vestibular (black bars in Fig. 3B; P < 0.001, Wilcoxon
rank sum test). The average threshold for combined stimulus
was not significantly different from that for visual (P = 0.81).
Therefore, the heading discrimination was accurate without gaze
change, and the accuracy and precision increased when visual
and vestibular stimuli were combined.

However, when gaze deviated from the straightforward direc-
tion, the accuracy and precision were affected by EIW and EIH.
For the visual stimulus, pure EIW shifted psychometric curves
in the direction of gaze and increased thresholds, whereas pure
EIH neither significantly shifted curves nor significantly increased
thresholds. In H condition (Fig. 2E, pure EIW), relative to the
straightforward gaze (black curve), the leftward and rightward
gaze shifted psychometric curves substantially to the left (red,
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Fig. 2. Example data. Data from a representative subject are shown for gaze conditions (rows) and stimuli (columns). Each curve in each panel shows
a psychometric function measured at each of the 3 (EIH and HOB) positions ([−20◦, 0◦], [0◦, 0◦], [20◦, 0◦] in E; [0◦, −20◦], [0◦, 0◦], [0◦, 20◦] in H; and [20◦,
−20◦], [0◦, 0◦], [−20◦, 20◦] in EH), as indicated by the red, black, and blue curves, respectively and color coded in the insets of C, F, and I.

Fig. 3. Summary effects of EIW and EIH gaze on the PSE and threshold. A) The average PSE at [0◦, 0◦] gaze position (black psychometric curves in Fig. 2)
in the 3 stimulus conditions is shown by the right axis (black bars). The average IPSE in each stimulus and gaze condition is shown by the left axis. Cyan,
blue, and red indicate E, H, and EH conditions, respectively. The first bar in each stimulus condition (cyan and blue) is for EIW gaze and the second bar
(cyan and red) is for EIH gaze. The error bar indicates SEM of all data for EIW or EIH. B) The average threshold and ITHR are shown. Format is as in A.
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PSE =−2.79◦) and right (blue, PSE = 0.36◦), respectively, and greatly
reduced the curve slope (σ = 4.72◦ for red, 2.24◦ for blue). However,
in EH condition (Fig. 2H, pure EIH), the 3 curves almost overlapped,
showing no obvious shift and threshold change (PSE =−0.17◦,
σ = 0.38◦ for red; and PSE =−0.01◦, σ = 0.45◦ for blue). The IPSE
(−0.004) and ITHR (0.002) values for pure EIH were very small and
substantially less than that for pure EIW (0.079 and 0.16). The
2 average indices across subjects for pure EIH (red bars for the
visual stimulus in Fig. 3A and B) were not significantly different
from 0 (P = 0.20 for IPSE and 0.22 for ITHR, Wilcoxon rank sum
test), but significantly less (P = 0.002 for IPSE and 0.001 for ITHR)
than that for pure EIW (blue bars). In E condition (Fig. 2B, mixed),
the data were consistent with pure EIW instead of pure EIH. The
PSE also shifted in the direction of EIW gaze (PSE =−2.99◦ for
red and 0.8◦ for blue; IPSE = 0.09), and the threshold increased
(σ = 4.96◦ for red, 5.23◦ for blue; ITHR = 0.24). The 2 average indices
(cyan bars for visual stimulus in Fig. 3A and B) were significantly
greater than that for pure EIH (P < 0.001 for both IPSE and ITHR)
but not significantly different from that for pure EIW (P = 0.76 for
IPSE, 0.78 for ITHR). In summary, EIW instead of EIH reduced the
accuracy of visual heading discrimination by shifting the PSE in
the direction of gaze and reduced the precision by increasing the
threshold.

For the vestibular stimulus, pure EIH shifted psychometric
curves in the opposite direction of gaze and increased thresholds,
whereas pure EIW neither significantly shifted curves nor signif-
icantly increased thresholds. In EH condition (Fig. 2G, pure EIH),
leftward gaze substantially shifted the psychometric curve to the
right (blue, PSE = 1.57◦), and rightward gaze shifted the curve to
the left (red, PSE =−2.68◦). However, in H condition (Fig. 2D, pure
EIW), there was only a slight shift between curves (PSE = −0.56◦ for
red, 0.68◦ for blue). The IPSE for pure EIW (0.031) was close to 0 and
substantially greater than that for pure EIH (−0.11). Negative IPSE
values indicated opposite shifting relative the gaze. The average
IPSE for pure EIW (the blue bar for vestibular stimulus in Fig. 3A)
was not significantly different from 0 (P > 0.9, Wilcoxon rank
sum test), but significantly greater (P < 0.001) than that for pure
EIH (red bar). Although there was a visible increase of threshold
in the EH (σ = 3.11◦ for red, 3.34◦ for blue; ITHR = 0.055) and H
(σ = 2.53◦ and 3.0◦; ITHR = 0.032) conditions, the average ITHR for
pure EIW (the blue bar for vestibular stimulus in Fig. 3B) was
not significantly different from 0 (P = 0.8). The value for pure
EIH (red bar) was greater than 0 and that for pure EIW but was
not significant (P = 0.2 and 0.11). In E condition (Fig. 2A, mixed),
the data were more consistent with pure EIH instead of pure
EIW. The PSE also shifted in the opposite direction of EIH gaze
(PSE = 1.1◦ for red, −1.33◦ for blue; IPSE = −0.06), and the threshold
increased slightly (σ = 2.74◦ for red, 1.78◦ for blue; ITHR = 0.007).
The average IPSE (the cyan bar for vestibular stimulus in Fig. 3A)
was significantly less than the value for pure EIW (P = 0.03), but
not significantly different from that for pure EIH (P = 0.08). The
average ITHR (the cyan bar for vestibular stimulus in Fig. 3B) was
not significantly different from that for pure EIW (P = 0.86) and
pure EIH (P = 0.27). In summary, EIH instead of EIW reduced the
accuracy of vestibular heading discrimination by shifting the PSE
in the opposite direction of gaze, which was opposite to the gaze
effect for visual stimulus. And only EIH gaze obviously reduced
the precision by increasing the threshold.

For the combined stimulus, neither pure EIW nor pure EIH
gaze significantly shifted psychometric curves, whereas pure
EIW instead of pure EIH significantly increased the threshold.
There was no obvious PSE shift by pure EIW (Fig. 2F; PSE = −1.1◦

for red, −0.96◦ for blue; IPSE = 0.004) and pure EIH gaze (Fig. 2I;

PSE = −0.45◦ for red, −0.15◦ for blue; IPSE =−0.008). The average
IPSE for pure EIW (the blue bar for combined stimulus in
Fig. 3A) and pure EIH (red bar) were not significantly different
from 0 (P > 0.9, Wilcoxon rank sum test), and not significantly
different from each other (P = 0.34). However, the threshold was
substantially increased by pure EIW (σ = 3.26◦ for red, 2.97◦ for
blue), but not by pure EIH (σ = 0.33◦ and 0.28◦ in Fig. 2I). The
ITHR for pure EIH (0.0002) was very small and substantially less
than that for pure EIW (0.14). The average ITHR for pure EIH (the
red bar for combined stimulus in Fig. 3B) was not significantly
different from 0 (P = 0.2), but significantly less (P < 0.001) than
that for pure EIW (blue bar). In E condition (Fig. 2C, mixed), the
data were consistent with pure EIW instead of pure EIH. There
was a slight shift of PSE (PSE =−0.85◦ for red, 1.45◦ for blue;
IPSE = 0.058), but a substantial increase of threshold (σ = 3.83◦ for
red, 4.56◦ for blue; ITHR = 0.195). The average IPSE (the cyan bar
for combined stimulus in Fig. 3A) was not significantly different
from 0 (P > 0.9), the value for pure EIW (P = 0.61) and pure EIH
(P = 0.93). The average ITHR (the cyan bar for combined stimulus
in Fig. 3B) was not significantly different from that for pure EIH
(P = 0.47) and pure EIW (P > 0.9). In summary, neither EIW nor EIH
gaze significantly affected the accuracy of heading discrimination
when the visual and vestibular signals were combined, and EIW
instead of EIH gaze reduced the precision.

Comparing the average IPSE across stimulus conditions
(Fig. 3A), for combined versus visual, the comparison was
significantly less for the overall IPSE values (EIW plus EIH,
P = 0.02), overall EIW (pure plus mixed, P = 0.02) and EIH (pure plus
mixed, P = 0.03), mixed (P = 0.03), but not for pure EIW (P = 0.19)
and pure EIH (P = 0.73). For combined versus vestibular, the
comparison was significantly greater for overall IPSE (P = 0.004),
overall EIH (P < 0.001) and pure EIH (P < 0.001), but not for overall
EIW (P = 0.11), pure EIW (P = 0.27), and mixed (P = 0.15). For visual
versus vestibular, all comparisons were significantly greater
(P < 0.05). Comparing the average ITHR across stimulus conditions
(Fig. 3B), for combined versus visual, all comparisons were not
significantly different (P > 0.05). For combined versus vestibular,
all comparisons were significantly greater (P < 0.01) except for
pure EIH (P = 0.47). For visual versus vestibular, all comparisons
were significantly greater (P < 0.01) except for pure EIH (P = 0.44).
Therefore, compared with individual stimulus conditions, the
gaze effects on bias of the heading discrimination were reduced
when the visual and vestibular stimuli were combined, whereas
the effects on threshold were closer to that in the visual condition
and not significantly reduced. In addition, the overall effect
of gaze on threshold was lowest in the vestibular condition,
suggesting vestibular heading was less susceptible to the gaze
change, although it was more sensitive to the EIH gaze.

Gaze substantially affects the integration of
visual and vestibular signals
Many studies reported that visual and vestibular signals were
integrated in an optimal mode to facilitate heading perception
(Gu et al. 2008; Fetsch et al. 2009; Butler et al. 2011; Fetsch et al.
2011; Gu et al. 2012; Prsa et al. 2012; de Winkel et al. 2013; Chen
et al. 2013a; Prsa et al. 2015). According to our results above, in
the combined stimulus condition, accuracy, and precision of the
heading discrimination increased when the EIW and EIH gaze
was not changed ([0◦, 0◦] position in Figs. 2 and 3). However, the
increase was only observed in accuracy but not precision when
the EIW and/or EIH gaze deviated from the straightforward direc-
tion. Therefore, we tested if the optimal integration model still
held when gaze varied. However, it is reported that the integration
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Fig. 4. Gaze effects on the optimal cue integration. The average threshold
measured (filled black bars) and predicted by the EDM (hatched black
bars) at [0◦, 0◦] gaze position in the combined stimulus condition is
shown by the right y axis (SF: straightforward, black psychometric curves
in Fig. 2). The average ITHR measured (filled color bars) and predicted
(hatched color bars) in the combined condition is shown by the left y
axis. Cyan, blue, and red indicate E, H, and EH conditions, respectively.
The error bar indicates SEM. Stars indicate significance (P < 0.05).

is suboptimal when quantified with traditional optimality metrics
that ignore RTs in RT paradigm of the heading discrimination like
ours where the RT is under the control of subjects (Drugowitsch
et al. 2014). To take into account how a change in RT might
impact heading discrimination performance, the data of choices
and RTs of our subjects were fitted simultaneously with the
EDM that accumulates heading evidence optimally over time and
across visual and vestibular signals (Methods, Drugowitsch et al.
2014). ITHR values based on the fitted and predicted thresholds
in the combined condition were computed and compared (Fig. 4).
For comparison, the ITHR and IPSE values were still quantified
with the traditional optimal integration model (TOIM, in the
Supplementary Fig. S4 of Supplemental Information, see online
supplementary material for a color version of this figure).

When the EIW and EIH gaze aligned in the straightforward
direction without change, the measured threshold was not
significantly different from the threshold predicted with the
EDM (P = 0.72 in Fig. 4, Wilcoxon rank sum test) or TOIM
(P = 0.5 in Supplementary Fig. S4B, see online supplementary
material for a color version of this figure), which indicated that
subjects still implemented an optimal integration strategy in
the heading discrimination that considered the reliability of
unimodal visual and vestibular signals as reported previously
(Fetsch et al. 2009; Drugowitsch et al. 2014; Dokka et al. 2015).
However, when the EIW and/or EIH gaze deviated from the
straightforward direction, the predicted ITHR with TOIM was
significantly smaller than that measured across gaze conditions
(P < 0.001, 1-way ANOVA), and individually in the E (P < 0.01,
Wilcoxon rank sum test), H (P = 0.01), and EH (P < 0.05) conditions
(Supplementary Fig. S4B, see online supplementary material for
a color version of this figure). For the EDM, the difference in
the ITHR between predicted and measured became significantly
smaller than that for the TOIM across gaze conditions (P = 0.03
in Fig. 4 and Supplementary Fig. S4B, see online supplementary
material for a color version of this figure; 1-way ANOVA). However,
the predicted ITHR with EDM was still substantially smaller
than that measured (Fig. 4), although our data do not allow
us to reject the null hypothesis that the comparison was not

significantly smaller in each gaze condition (P = 0.16, 0.13, and
0.9 for E, H, and EH, respectively, Wilcoxon rank sum test), but
the comparison indicated a significant difference across the
gaze conditions (P = 0.01, 1-way ANOVA). In addition, the average
PSE predicted with TOIM was also not significantly different
from that measured when the EIW and EIH gaze aligned in the
straightforward direction (P = 0.69 in Supplementary Fig. S4A).
Although the magnitude of predicted IPSE with TOIM was
substantially larger than that measured when the gaze deviated
from the straightforward direction, our data do not allow us
to reject the null hypothesis that the comparison was not
significantly greater in each and across gaze conditions (P = 0.49
in Supplementary Fig. S4A, see online supplementary material
for a color version of this figure, 1-way ANOVA). Therefore, the
integration of visual and vestibular signals significantly deviated
from the TOIM by gaze change, and also substantially deviated
from the EDM even if the EDM accumulates evidence optimally
across both signals and over time.

Gaze increases the time for heading
discrimination
RT could reflect how much cognitive effort it took subjects to
do the heading discrimination in different gaze conditions. When
EIW and EIH aligned with the BIW direction in the straightforward
direction (black bars in Fig. 5A), the average RT across subjects
for the vestibular stimulus was significantly less than that for
visual (P = 0.02, Wilcoxon rank sum test), but there was no signifi-
cant difference between vestibular versus combined (P = 0.22) and
visual versus combined (P = 0.11). Therefore, the cognitive effort
spent on discriminating heading was most in the visual stimulus
condition, which was reduced when combined with vestibular
stimulus.

However, the RT increased when the EIW and/or EIH gaze
deviated from the straightforward direction. Comparing the aver-
age IRT with 0 (Fig. 5A), for vestibular stimulus, the comparison
was significantly greater for overall IRT (P = 0.01, t-test), overall
EIW (P = 0.02), and overall EIH (P = 0.03). For visual stimulus, all
comparisons were significantly greater (P < 0.01), and the aver-
age IRT for pure EIH was significantly less than that for pure
EIW (P = 0.003) and mixed (P < 0.01). Therefore, the RT of visual
heading discrimination was increased by EIW but not EIH gaze.
For combined stimulus, all comparisons were significantly greater
(P < 0.002). Comparing the average IRT across stimulus condi-
tions (Fig. 5A), for vestibular versus visual, the comparison was
significantly less for overall IRT (P = 0.01, Wilcoxon rank sum
test), overall EIW (P = 0.001), pure EIW (P = 0.008), and mixed
(P = 0.03), but not for overall EIH (P = 0.1) and pure EIH (P = 0.52).
For vestibular versus combined, the comparison was significantly
less for overall IRT (P = 0.03) and overall EIW (P = 0.04), but not for
others (P > 0.05). For visual versus combined, the comparison was
significantly greater for overall EIW (P = 0.02), but not for others
(P > 0.05). In summary, gaze change increased RT in all stimulus
and gaze conditions, suggesting it took subjects more time to
discriminate the heading.

In addition, we tested whether the increase of RT was syn-
chronous with the change of PSE and threshold. Across gaze con-
ditions, ITHR and IRT were significantly correlated in the visual
stimulus condition (Pearson correlation R = 0.6, P < 0.001, Fig. 5C),
but the correlation was not significant in the vestibular (R = 0.27,
P = 0.2) and combined (R = 0.29, P = 0.2) conditions. However, the
IPSE and IRT were not significantly correlated in all stimulus
conditions.
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Fig. 5. Summary effects of EIW and EIH gaze on the reaction time. A) The average reaction time (RT) of subjects at [0◦, 0◦] gaze position in the 3 stimulus
conditions is shown by the right axis (black bars). The average IRT in each stimulus and gaze condition is shown by the left axis. Color indicates gaze
conditions: Cyan, blue, and red for E, H, and EH conditions, respectively. The first bar in each stimulus condition (cyan and blue) is for EIW gaze and
the second bar (cyan and red) is for EIH gaze. The error bar indicates SEM of all data for EIW or EIH. The correlation between IRT with IPSE B) and ITHR
C) are shown. Each symbol represents data from one subject. Shape indicates gaze conditions: Circle, square, and triangle for E, H, and EH, respectively.
Color indicates stimuli: Red, green, and blue for visual, vestibular, and combined, respectively. The solid lines show regression fits.

Gaze reference affects heading precision and
reaction time but not accuracy
As an ET was used in our experiments to control the eye fixation
positions, so it may potentially be used as a reference by subjects
in discriminating heading. In order to test this possibility, the eye
fixation target was manipulated differently in 3 ET conditions
(Methods): ET-ON (always turned on in a trial), ET-CUE (only
shown for 500 ms before stimulus onset) and ET-OFF (no ET
in a trial). The subject perceived heading accurately in all the
ET and stimulus conditions (Fig. 6A–C): The PSE in [ET-ON, ET-
CUE, and ET-OFF] conditions was [−0.10, −0.39, and −0.30] for
the visual, [1.19, 1.17, and 0.53] for vestibular and [−0.17, −0.39,
−0.29] for combined stimuli. The average PSE across subjects
(Fig. 6D) was not significantly different from 0◦ in all the ET and
stimulus conditions (P > 0.05, Wilcoxon rank sum test), and not
significantly different between ET conditions (P = 0.51) and stim-
uli (P = 0.08, 2-way ANOVA). However, the heading precision was
slightly different between ET conditions (Fig. 6A–C): The threshold
was [0.40, 0.87, and 1.02] for the visual, [3.03, 4.60, and 5.03]
for vestibular and [0.29, 0.91, and 1.17] for combined stimuli.
The average thresholds in ET-OFF and ET-CUE conditions were
not significantly different for all stimuli (P > 0.05 in Fig. 6E), but
they were significantly greater than the value in ET-ON condition
for visual and combined stimuli (P < 0.01) but not for vestibular.
The average threshold for vestibular was significantly greater
than that for visual and combined (P < 0.001), but there was no
significant difference between visual and combined (P = 0.49). The
average RT (Fig. 6F) was significantly different between ET condi-
tions (P = 0.02) and stimuli (P = 0.004, 2-way ANOVA). In summary,
turning off the gaze reference during stimulation period reduced
the heading precision and increased RT, but did not affect the
heading accuracy. In addition, the vestibular heading was fastest
and insensitive to the gaze reference although its precision was
lowest.

Discussion
In order to study how the heading discrimination was affected
by gaze, the (EIH and HOB) position was systematically varied
while keeping the BIW direction straight ahead. In each gaze con-
dition, the performance of subjects was tested with 3 translational
self-motion stimuli: Vestibular, visual, and combined. When the
(EIH and HOB) aligned with the BIW direction and there was

no gaze change, the discrimination was accurate in all stimulus
conditions. In vestibular condition, the precision was lowest, and
RT was shortest. The optimal integration of visual and vestibular
signals enabled subjects to have highest heading precision in
the combined condition. However, when gaze deviated from the
straightforward direction, the accuracy, precision and RT were
substantially affected by EIW and EIH gaze.

The gaze effects on visual heading
In the visual stimulus condition, when the gaze was varied by
manipulating EIW, the PSE of psychometric curves shifted in the
direction of gaze (Figs. 2 and 3). The first possible reason for this
result was that subjects discriminated the visual heading using
the eye fixation target as reference instead of the straightforward
direction of their trunk midline as instructed (Methods). If this was
true, the PSE should shift same magnitude as the EIW gaze, and
the IPSE value should be close to 1. However, the average IPSE for
EIW gaze were very small (0.16 ± 0.03 in Fig. 3) and significantly
less than 1 (P < 0.001). So, subjects were unlikely to do the dis-
crimination relative to the EIW gaze. The second possible reason
was that the eye fixation positions were tracked but not restricted
in the H condition (pure EIW). Then, the actual eccentric fixation
positions were likely to be <20◦ as designed, and the IPSE values
could be underestimated. However, the eye positions were tracked
and restricted in the E condition, and most eye data were within
a 5◦ × 5◦ rectangular window centered around the fixation point
(Supplementary Fig. S1, see online supplementary material for a
color version of this figure, Methods). So, even in extreme cases,
the minimum fixation eccentricity would be 17.5◦, and actual
value of the underestimated IPSE was still much <1. Moreover,
our results in the ET condition (Fig. 6) showed that even without
restriction of eye movement, the PSE was not significant different
from that with restriction. Therefore, our results were unlikely to
be interpreted by no restriction of eye movement.

Ideally, subjects should had discriminated the visual heading
using body as the reference. As the BIW direction did not change
in our experiments, no matter how the (EIH and HOB) position
varied, PSE should not change, and IPSE should be close to 0.
However, we found the IPSE was significantly deviated away from
0 and toward 1 by the EIW gaze (Figs. 2 and 3). Crane (2017)
reported similar EIW gaze effects and found that the threshold
increased when the noise in the visual stimulus was increased
by decreasing the visual coherence. Yang and Gu (2017) reported
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Fig. 6. Summary effects of gaze reference to heading discrimination. Psychometric curves from a representative subject are shown for ET-ON A), ET-CUE
B), and ET-OFF C) conditions. The PSE, threshold and reaction time of subjects are summarized in D–F). Color indicates stimuli: Red, green, and blue for
visual, vestibular, and combined, respectively. The error bar indicates SEM.

monkeys could do visual heading estimation when the EIW gaze
changed, but the performance had a small bias in the direction of
gaze. We assume these results are related to the transformation
of spatial reference frames. The initial reference frame encoding
visual signals is the eye, and almost all cortical areas encoding
the optic flow stimulus are eye-centered (Fetsch et al. 2007; Yang
et al. 2011; Chen et al. 2013c, 2014; Fan et al. 2015; Yang and
Gu 2017). So, when the EIW gaze deviates from the straightfor-
ward direction and misaligns the eye- and body-centered spatial
reference frames, it is impossible that the eye-centered visual
information could be used directly for heading discrimination.
Otherwise, it is equivalent to use an eye-centered reference to do
the discrimination, and the IPSE should be close to 1. Therefore,
there should be a transformation of the heading information
from eye-centered to body-centered in the brain, by integrating
the eye-centered sensory and EIW gaze signals. Our results also
showed that the threshold and RT were increased by the EIW
gaze and changed synchronously (Figs. 3 and 5). This suggested
that the change of EIW gaze reduced the sensitivity of subjects
to heading, and they may have to spend additional time doing
the potential spatial reference frame transformation. However,
the transformation was not complete as the IPSE was not 0 but
biased in the direction of EIW gaze. This may be caused by noise
in the perceived visual and EIW gaze signals, which increased
the uncertainty in the transformation (Schlicht and Schrater
2007).

The gaze effects on vestibular heading
Although the initial reference frame encoding vestibular signals
is the head, the cortical representation of vestibular heading

signals are diverse (Fetsch et al. 2007; Chen et al. 2013a; Fan
et al. 2015; Yang and Gu 2017; Chen et al. 2018). For example,
vestibular signals follow a representation that is intermediate
between head- and eye-centered in the dorsal medial superior
temporal area (MSTd, Fetsch et al. 2007; Chen et al. 2013a; Yang
and Gu 2017), but intermediate between head- and body-centered
in the parietoinsular vestibular cortex (PIVC, Chen et al. 2013b).
Most remarkably, if the BIW direction did not change, vestibular
heading signals in VIP were shown to remain stable with respect to
the body despite variations in (EIH and HOB) position, suggesting
a body-centered spatial reference frame (Chen et al. 2013c, 2018).
So, the VIP signals in the brain could be used for vestibular
heading discrimination. However, subjects in our experiments did
not use the body as an absolute reference to discriminate the
vestibular heading, as the PSE was biased in the direction of EIH
gaze (Figs. 2 and 3). Similar results were also reported (Ni et al.
2013; Crane 2017). This suggested that subjects may use a biased
body-centered reference frame to do the discrimination. Indeed,
Chen et al. (2018) reported that VIP neurons shifted the reference
frame encoding vestibular heading signals from body-centered
to world-centered when the body rotated but the gaze remained
fixed in the world. Moreover, when monkeys switched reference
frames from trial to trial between head- and world-centered in a
task to discriminate the direction of a moving object during self-
motion, Sasaki et al. (2020) reported that the neural responses in
VIP were modulated by the task reference frame to represent the
object direction in either reference frame, and vestibular signals
was needed to compute the object motion. Therefore, VIP neurons
may flexibly and dynamically change the encoding reference
frame depending on gaze and task demands, which may underlie
our behavioral results.
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The gaze effects on integration of visual and
vestibular signals
Many studies reported that both human and macaque subjects
could integrate visual and vestibular signals in a statistically
optimal way to facilitate heading perception (Gu et al. 2008; Fetsch
et al. 2009; Butler et al. 2011; Fetsch et al. 2011; Gu et al. 2012; Prsa
et al. 2012; de Winkel et al. 2013; Chen et al. 2013a; Prsa et al.
2015; Crane 2017). In our experiments, when the (EIH and HOB)
aligned with the BIW direction and there was no gaze change,
the accuracy and precision of heading discrimination increased
in the combined stimulus condition (Figs. 2 and 3), and the PSE
and threshold predicted with the TOIM matched that measured
(Supplementary Fig. S4). This indicated that subjects still imple-
mented an optimal way in judging heading. However, when gaze
deviated from the straightforward direction, the predicted ITHR
was significantly less than that measured, and the magnitude
of predicted IPSE was substantially greater than that measured
(Supplementary Fig. S4, see online supplementary material for
a color version of this figure). This indicated that gaze change
deviated the integration of visual and vestibular signals from the
optimal model.

The first possible reason for this deviation may come from over-
estimation of the visual heading signals in the integration, as gaze
effects in the combined condition were closer to that in the visual
condition (Fig. 3). As the optic flow motion coherence was 100%,
the visual stimulus is relatively more reliable than the vestibular
stimulus (Fetsch et al. 2009, 2011; Dokka et al. 2015; Crane 2017),
and subjects may rely more on visual than vestibular signals in
judging heading, although the vestibular sensitivity (threshold)
was less susceptible to the gaze change (Fig. 3B). Therefore, the
visual component in the combined stimulus may be weighted
more heavily by subjects than that would be predicted from
the TOIM, which made the predicted threshold lower than that
measured. The second possible reason is noise introduced by
the sensory information and potential transformation of spatial
reference frames during the integration. Visual signals extracted
from the optic flow stimulus could be noisy and with errors about
the heading. Such noisy signals are encoded in an eye-centered
reference frame in the cortex and need to be transformed to
a body-centered reference frame by combining noisy gaze sig-
nals before integrated with the vestibular signals. This process
may introduce additional coordinate transformation uncertainty
(Schlicht and Schrater 2007), which could deviate the integration
from TOIM. In addition, the threshold and RT increased in the
combined stimulus condition (Figs. 3 and 5), which indicated the
uncertainty was increased by the gaze change and subjects spent
more time to discriminate the heading.

By incorporating RT, the TOIM was extended to form the EDM
that accumulates evidence optimally over time and across visual
and vestibular signals, and trades off accuracy with speed in
the decision of subjects performing heading discrimination. Like
TOIM, the threshold predicted by EDM in the straightforward
direction matched that measured (Fig. 4), indicating optimal inte-
gration. Furthermore, compared with TOIM, differences in the
ITHR between predicted and measured were significantly reduced
in EDM when gaze deviated from the straightforward direction,
which indicated that EDM explained more variance in the behav-
ior data than that explained by TOIM. However, the predicted
ITHR with EDM was still substantially smaller than that mea-
sured, indicating there was still a lot of variance that cannot be
explained by EDM and may come from the spatial reference frame
transformation during the heading discrimination of subjects. In
order to test this, the TOIM and EDM should be extended to model

the process of potential transformation by incorporating signals
related to EIH and HOB positions of subjects (Cohen and Andersen
2002), the reference frame representation of visual and vestibular
signals in cortical neurons (Fetsch et al. 2007; Chen et al. 2013a,
2013b, 2014; Fan et al. 2015; Yang and Gu 2017; Chen et al. 2018),
and considering the relative reliability of the 2 signals (Fetsch
et al. 2009, 2011; Dokka et al. 2015; Crane 2017) and the modu-
lation of possibly attentional or top-down demands (Chen et al.
2018).

In conclusion, our behavioral results indicate that gaze change
substantially affects the heading discrimination and integration
of visual and vestibular signals, suggesting the transformation
of spatial reference frames encoding heading signals in cortex
underlies the results. Indeed, flexibility, diversity, and dynamicity
in spatial reference frame representations have been reported
in a number of sensory signals and brain areas (Snyder et al.
1998; Metzger et al. 2004; Avillac et al. 2005; Mullette-Gillman
et al. 2005; Schlack et al. 2005; Pesaran et al. 2006; Sereno and
Huang 2006; Fetsch et al. 2007; Crowe et al. 2008; Mullette-Gillman
et al. 2009; Bernier and Grafton 2010; McGuire and Sabes 2011;
Rosenberg et al. 2013; Chen et al. 2013a, 2013b; Bremner and
Andersen 2014; Chen et al. 2014; Leone et al. 2015; Chen et al.
2018), and many multisensory areas like VIP encode different
sensory signals in different reference frames. Although all these
suggest prevalence of the transformation of spatial reference
frames in cortex, our results show that such transformation may
not be very accurate and precise. Further experiments are needed
to explore how neural responses represent the spatial reference
frame transformation. And current theories about the integration
of visual and vestibular signals may need to be extend by studying
how such transformation affects heading perception in future.
In addition, the difference in experimental procedures may also
need to be considered, as the difference may affect the size of
gaze effect and thus signal integration. For example, the adaptive
(staircase) procedure (Crane 2017) seems to show larger effective
size than the RT procedure used in our experiments.
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Supporting Information 1 

Eye fixation positions 2 

 3 

Figure S1. Eye position data during the stimulation period in the gaze condition of E. (A-C) 4 
Data (blue) from a representative subject are shown at three eye fixation positions (intersections 5 
of the dashed lines) in the horizontal plane (-20°, 0° and 20°). Each red dot indicates the mean 6 
center of data at each fixation position. (D-F) The mean center of data is shown for all subjects. 7 
The error bar indicates SEM. Columns are for stimuli: vestibular (Ves, A and D), visual (Vis, B 8 

and E) and combined (Com, C and F). As shown here, the eye data basically fell within a 5°×5° 9 
rectangular window in all the three stimulus conditions, although there is some offset between 10 
the mean center of data and the fixation position, which is possibly due to systematic bias in the 11 
eye calibration and drifting during the recording. Therefore, the eye tracking was not obviously 12 
affected by vibration from the moving platform in the vestibular and combined conditions. As 13 
the eye tracker was firmly secured to the platform, and vibrated simultaneously with the subject 14 
during movement, the resulting relative displacement between them should be small. 15 
 16 
  17 
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Calibration and validation of experimental setup 18 

 19 

 20 

Figure S2. The configuration of experimental setup. Experimental control and monitoring are 21 
achieved using a real-time GUI system (Tempo, Reflective Computing; purple box) that 22 

coordinates components including: (1) stimulus presentation and control (visual and/or 23 
vestibular); (2) data acquisition; (3) external input/output devices. Arrows indicate the direction 24 
of information flow. 25 

As shown in Figure S2, our experimental setup was controlled by Tempo (Reflective 26 

Computing), a hard real-time system executing each operation in our experimental protocols 27 

precisely within predefined time limits by coordinating the other components. The “Stimulus 28 

control” component was implemented using C++ and OpenGL (Open Graphics Library) based 29 

on the code that has already been validated (Gu et al. 2006) and widely used in many previous 30 

publications (Chen et al. 2013, 2013, 2014, 2018). In the component, the visual stimulus was 31 

rendered and synchronized with the vestibular stimulus (movement of the motion platform) in a 32 

specific thread, whose priority was set to the highest level in the C++ code to minimize delay 33 

and variation in the presentation and synchronization of stimuli. The motion platform (MB-E-34 

6DOF2000E, Moog) was controlled by a real-time operation system communicating with the 35 

“Stimulus control” component at 1000 Hz, so positions of the platform were updated with 1ms 36 
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time accuracy in theory. The “Stimulus control” component also had input and/or output 37 

connections with external devices for eye tracking, data acquisition and responses from subjects. 38 

In addition, an accelerometer (ADXL354C, Analog Devices) was secured on the platform to 39 

measure the real-time acceleration during the movement, and a phototransistor circuit (OPT101, 40 

Texas Instruments) was attached on the monitor to detect the real-time refreshing of the visual 41 

stimulus by detecting a small bright patch showing on the monitor screen. Analog signals from 42 

these two sensors or neural activity, digital signals from button/joystick and command signal 43 

from the GUI component were all connected to the data acquisition component and sampled 44 

simultaneously. 45 

 46 

 47 

Figure S3. Quantification of the fidelity in presentation of the stimuli. (A) The distribution of 48 
delay between the command signaling the platform to move to the detected movement by the 49 

accelerometer in the vestibular condition (n=500 trials). (B) The distribution of delay between 50 
the command signaling the presentation of visual stimulus to the detected stimulus shown on the 51 
monitor by the phototransistor (n=500) in the visual condition. (C) The distribution of lag 52 
between the detected movement of platform to the detected visual stimulus (n=500) in the 53 
combined condition. 54 

As reported previously (Kim et al. 2019), before any experiments, the fidelity of stimulus 55 

presentation in our system was assessed when the visual and vestibular stimuli were presented 56 

individually and simultaneously. In the vestibular only condition, when the command of “Move” 57 

sent from Tempo was received in the component of “Stimulus control”, the specific thread with 58 

the highest priority began to update the position of motion platform in a pre-calculated trajectory 59 

at 1000 Hz, and the platform started to move after receiving a new position. Delay from the 60 

command to starting point of the movement (SPM) was calculated as the difference of their time 61 
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in the data recorded by the data acquisition component. The SPM was defined as the first time 62 

point in the recorded accelerometer data after the command, where the acceleration was 5 63 

standard deviation above the average (-0.41+5×1.6 mm/s2) of baseline (500ms before the 64 

command). A distribution of the delay was constructed from 500 trials in the vestibular condition 65 

of current experiments, as the accelerometer was secured on the platform since the setup was 66 

built, so the acceleration data were always recorded during experiments. There was a short 67 

average delay (19.85±1.75ms, [17, 27] for [min, max]; Fig. S3A). However, considering there 68 

was a theoretical delay of the accelerometer and its peripheral circuit, the measured delay should 69 

be even small. 70 

In the visual only condition, in the specific thread with the highest priority, the optic flow 71 

was rendered with native APIs of OpenGL and “flipped” to the front buffer in the professional 72 

graphics card (NVIDIA Quadro K2000) for presenting on the monitor after receiving the “Move” 73 

command. A distribution of the delay between the command and the detected visual presentation 74 

(DVP) by the phototransistor was constructed from 500 trials. There was a short average delay 75 

(19.43±6.96ms, [4, 35.5] for [min, max]; Fig. S3B). There were several possible factors 76 

contributing to this delay. One was from refresh rate of the monitor (60 Hz), which could 77 

introduce a maximum delay of 16.7ms. Second was from the time for rendering the optic flow 78 

stimuli. Other factors include the dispatch of processes and threads by the operating system, as 79 

well as communication between the components.  80 

In order synchronize the visual and vestibular stimuli when they were presented 81 

simultaneously in the combined condition, as reported previously (Gu et al. 2006), the platform 82 

motion was predicted and synchronized with the visual motion in the specific thread. A 83 

distribution of the lags between DVP and SPM was constructed from 500 trials. The average lag 84 

(-0.35±7.22ms, [-15.5, 16.5] for [min, max]; Fig. S3C) was less than 1ms, although there was 85 

still a variation within 20ms. Actually, we have already tried to use the phototransistor signal to 86 

synchronize the movement of platform, but the results were not good, including breaking 87 

communications with Moog, although the delay and its variation became smaller. 88 

Therefore, although there were delays and lags in our system, considering the relative long 89 

duration (2000ms) of stimuli in our experiments, such delays should not have significant effects 90 

on the results.  91 

  92 
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The extended diffusion model 93 

Model description. For each subject, the data of choices and reaction time (RT) in each gaze 94 

condition were fitted simultaneously with the extended diffusion model (EDM) reported 95 

previously (Drugowitsch et al. 2014). For the RT paradigm of our heading discrimination task, 96 

the EDM would operates as a drifting and diffusing “particle”, whose dynamics represent a noisy 97 

sensory signal of heading, called the momentary evidence and denoted by 𝑥̇ = 𝑏(𝑡)𝑘𝑠𝑖𝑛(ℎ) +98 

𝜂(𝑡), where b(t) indicates a physical quantity encoding how the reliability of this heading signal 99 

changes over time (acceleration a(t) for the vestibular modality, velocity v(t) for the visual 100 

modality), k determines how effectively/sensitively each subject can make use of the incoming 101 

information, h is the heading direction, 𝜂(𝑡) is a unit variance Gaussian white noise process. 102 

The momentary evidence in the combined condition (𝑥̇!"#) is computed by optimally integrating 103 

those in the visual (𝑥̇$%&) and vestibular (𝑥̇$'&) conditions by weighting them in proportion to 104 

their relative sensitivities (𝑘$%&	𝑎𝑛𝑑	𝑘$'&): 105 

𝑥̇$%& = 𝑣(𝑡)𝑘$%&𝑠𝑖𝑛(ℎ) + 𝜂$%&(𝑡)      (1) 106 

𝑥̇$'& = 𝑎(𝑡)𝑘$'&𝑠𝑖𝑛(ℎ) + 𝜂$'&(𝑡)      (2) 107 

𝑥̇!"# = 3 (!"#
$

(!"#
$ )(!%#$ 𝑥̇$%& +3

(!%#$

(!"#
$ )(!%#$ 𝑥̇$'&    (3) 108 

𝑘!"# = 3𝑘$%&* + 𝑘$'&*          (4) 109 

𝑥̇!"# = 𝑑(𝑡)𝑘!"#𝑠𝑖𝑛(ℎ) + 𝜂!"#(𝑡)     (5) 110 

The momentary visual and vestibular evidence were temporally weighted by the time course of 111 

v(t) and a(t) respectively: 𝑋̇$%& = 𝑣(𝑡)𝑥̇$%&	𝑎𝑛𝑑	𝑋̇$'& = 𝑎(𝑡)𝑥̇$'&, and optimally integrated in the 112 

combined condition: 𝑋̇!"# = 𝑑(𝑡)𝑥̇!"#, where the sensitivity profile 𝑑(𝑡) is a weighted 113 

combination of the unimodal sensitivity profiles: 114 

𝑑(𝑡) = 3 (!"#
$

(&'($ 𝑣*(𝑡) + (!%#$

(&'($ 𝑎*(𝑡)     (6) 115 

The EDM assumes that the particle starts at x(0)=0, drifts according to the heading evidence 116 

accumulated optimally over time, and diffuses with an average slope given by 𝑏(𝑡)𝑘𝑠𝑖𝑛(ℎ) 117 

until it hits either the upper bound 𝜃 or the lower bound −𝜃, corresponding to rightward and 118 

leftward choices, respectively. The decision time is the time when the particle hits a bound. The 119 

RT is the sum of the decision time and the non-decision time (a model parameter, see below).  120 



6 
 

As the heading discrimination task requires identifying the sign of ℎ, which, for the small ℎ 121 

used in the task, equals the sign of sin(ℎ), optimal decisions can be performed by computing the 122 

posterior over sin(ℎ), given all available information. After observing the stimulus for 𝑡 123 

seconds, and under the assumption of a uniform prior, this posterior is given by Bayes rule: 124 

𝑝;sin(ℎ) <𝛿𝑥$%&,,:.> = 𝑝;sin(ℎ) <𝑋$%&(𝑡), 𝑉(𝑡)> = 𝑁 Bsin(ℎ) | /!"#(.)
(!"#2(.)

, ,
(!"#
$ 2(.)

D  (7) 125 

where 𝛿𝑥$%&,,:. are the momentary visual evidences across all time steps up to time 𝑡, 126 

𝑋$%&(𝑡) = ∑ 𝑣3𝛿𝑥$%&,33∈,:.  is the velocity-weighted evidence, 𝑣3 is the velocity at time step 𝑛, 127 

𝛿𝑥$%&,3~𝑁(𝑣3𝑘$%& sin(ℎ) Δ, Δ) is Gaussian with mean 𝑣3𝑘$%& sin(ℎ) Δ and variance Δ, and 128 

𝑉(𝑡) = ∑ 𝑣3*Δ3∈,:. . Consequently, the belief about ‘rightward’ being correct can be fully 129 

expressed by 𝑋$%&(𝑡) and 𝑉(𝑡). This shows that, in the visual condition, the optimal 130 

accumulation of visual heading evidence with a single-particle EDM with time-varying evidence 131 

sensitivity requires the momentary evidence to be weighted by its momentary sensitivity. In the 132 

vestibular condition, a similar formulation holds for the posterior over heading, but the vestibular 133 

signal is assumed to be weighted by the temporal profile of stimulus acceleration, instead of 134 

velocity. In the combined condition, a two-particle EDM optimally integrate the visual and 135 

vestibular heading signals, and the posterior probability of sin(ℎ) is given by: 136 

𝑝;sin(ℎ) <𝛿𝑥!"#,,:.> = 𝑝;sin(ℎ) <𝛿𝑥$%&,,:. , 𝛿𝑥$'&,,:.>   (8) 137 

where 𝛿𝑥!"#,,:. is the sequence of momentary evidence in the combined condition, following 138 

𝛿𝑥!"#,3~𝑁(𝑑3𝑘!"# sin(ℎ) Δ, Δ). 𝑘!"# and 𝑑(𝑡) are defined by equations (4 and 6) 139 

respectively. 140 

 The psychometric function and discrimination threshold of EDM. For the EDM, the 141 

psychometric function is formed by plotting how the fraction of choosing one of the two options 142 

changes as a function of heading. This fraction is the probability given by the logistic sigmoid 143 

(Drugowitsch et al. 2014): 144 

𝑝(𝑥(𝑇) = 𝜃| sin(ℎ) = 𝐻, 𝑇, 𝑋(𝑇) = ±𝜃) = ,
,)')$*+,

   (9) 145 

for some heading 𝐻, and at some decision time 𝑇 at which a boundary has been reached (i.e. 146 

𝑋(𝑇) = ±𝜃), that the particle has reached the upper boundary, 𝑋(𝑇) = 𝜃. By fitting a 147 

cumulative Gaussian Φ(5
6
) with threshold 𝜎 to the psychometric function, the heading 148 

discrimination threshold is approximately determined:  149 
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𝜎 ≈ 7
√,*(9

         (10) 150 

which is inversely proportional to the sensitivity 𝑘 and the bound height 𝜃. The 𝜎 was 151 

multiplied by 100 to match the dimension of threshold computed with the traditional optimal 152 

integration model. 153 

Model parameterization. In the visual condition, the behavior is modeled by an EDM with 154 

sensitivity 𝑘$%&, time-course 𝑣(𝑡), and bound 𝜃$%&, and the model is parameterized by 155 

{𝑘$%&, 𝜃$%&}. 𝑣(𝑡) followed a Gaussian profile (Methods in the main text). In the vestibular 156 

condition, an EDM models the behavior with sensitivity 𝑘$'&, time-course 𝑎(𝑡), and bound 157 

𝜃$'&, and the model is parameterized by {𝑘$'&, 𝜃$'&}. 𝑎(𝑡) was given by taking the derivative of 158 

𝑣(𝑡). In the combined condition, given that visual and vestibular signals are integrated optimally, 159 

and the sensitivity to the evidence 𝑘!"# and its time-course 𝑑(𝑡) are determined by the 160 

equations (4 and 6) respectively, its EDM is parameterized solely by the bound {𝜃!"#}.  161 

The EDM assumes that RTs featured by the subjects are composed of the decision time as 162 

predicted by the diffusion model, and a non-decision time that captures the initial stimulus 163 

processing delay and the motor preparation time. The non-decision time is captured by on 164 

parameter per stimulus condition (visual, vestibular and combined), three in total: 165 

P𝑡3:,$%&, 𝑡3:,$'&, 𝑡3:,!"#Q. A lapse probability parameter P𝑝;<=&'Q was introduced to account for 166 

random choices (with probability ½ for each motion direction) due to accidental button presses 167 

or lapses of attention. A potential bias in heading perception (i.e., horizontal shift of the 168 

psychometric function) is captured by the bias parameter PℎRQ for each gaze position and 169 

stimulus condition.  170 

Overall, given that the EDM predicts mean decision times represented by 171 

𝑡>?,!"@@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑) and 𝑡>?,%3!"@@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑) for correct and incorrect decisions, 172 

respectively, with model parameters 𝜑, and given that the probability of choosing ‘rightward’ for 173 

each combination of heading direction ℎ, gaze position 𝑔 ∈ {−20°, 0°, 20°} and stimulus 174 

condition 𝑐𝑜𝑛𝑑 ∈ {𝑣𝑖𝑠, 𝑣𝑒𝑠𝑡, 𝑐𝑜𝑚𝑏} is represented by 𝑝>?,@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑), we assumed that the 175 

subject would feature mean RTs and choice probabilities given by: 176 

𝑡!"@@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑) = 𝑡>?,!"@@;ℎ + ℎR, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑> + 𝑡3:,!"3: ,
𝑡%3!"@@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑) = 𝑡>?,%3!"@@;ℎ + ℎR, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑> + 𝑡3:,!"3: ,

𝑝@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑) = ;1 − 𝑝;<=&'>𝑝>?,@;ℎ + ℎR, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑> + ��;<=&'
,
*

^ (11) 177 
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The EDM itself and the non-decision times were parameterized by 8 parameters 178 

P𝑘$%&, 𝜃$%&, 𝑘$'&, 𝜃$'&, 𝜃!"#, 𝑡3:,$%&, 𝑡3:,$'&, 𝑡3:,!"#Q, and an additional 10 parameters captured the 179 

biases and lapse rates.  180 

Model fitting. The EDM assumes that the fraction of correct choices follows a binomial 181 

distribution, and likelihood of the EDM parameters 𝜑 to describe the fraction of rightward 182 

choices by: 183 

𝐿@,A,B,!"3:(𝜑) = 𝐵𝑖𝑛(𝑝̂@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑)𝑛A,B,!"3:|𝑛A,B,!"3: , 𝑝@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑)) (12) 184 

where 𝑝̂@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑) is the observed number of rightward choices, 𝑛A,B,!"3: is the number of 185 

trials, 𝑝@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑) is the model prediction. The EDM assumes that the RTs of correct and 186 

incorrect choices were distributed according to a Gaussian centered on the empirical mean and 187 

spread according to the standard error. The likelihood describing the RTs for correct choices was 188 

given by the Gaussian: 189 

𝐿!"@@,A,B,!"3:(𝜑) = 𝑁 B𝑡̂!"@@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑)|𝑡!"@@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑),
$<@&'--(A,B,!"3:,C)

3&'--,/,0,&'12
D (13) 190 

where 𝑡̂!"@@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑) is the observed mean RT over the 𝑛A,B,!"3: trials, 191 

𝑡!"@@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑) is the mean RT predicted by the EMD, 𝑣𝑎𝑟!"@@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑) is the 192 

variance of the prediction. 𝐿%3!"@@,A,B,!"3:(𝜑) is an analogous term for those corresponding to 193 

incorrect choices. Model predictions were found by numerically evaluating the equation (11), 194 

and the RT distributions were evaluated in steps of 5ms (Drugowitsch et al. 2014). Based on 195 

these distributions, the probability of a choosing ‘rightward’ and the mean and variance of the 196 

RTs were computed. 197 

Overall, the complete likelihood was given by: 198 

𝐿(𝜑)∏ 𝐿@,A,B,!"3:(𝜑)𝐿!"@@,A,B,!"3:(𝜑)A,B,!"3: 𝐿%3!"@@,A,B,!"3:(𝜑)   (14) 199 

The model was fitted to the behavior data (choices and RT) in each gaze condition and each 200 

subject by finding the model parameters 𝜑 that maximized the likelihood given the observed 201 

behavior. The parameter vector found by gradient ascent on the log-likelihood was used as initial 202 

sample for taking 44000 samples from the Bayesian parameter posterior by Markov Chain 203 

Monte Carlo methods (assuming a bounded uniform parameter prior), and then the highest-204 

likelihood sample was as a starting point for another gradient ascent step to find the posterior’s 205 

mode, which was used as the maximum likelihood parameter vector (Drugowitsch et al. 2014).  206 
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 The overall goodness of fit was estimated by 𝑅*(𝜑) = ,
*
e𝑅=&D!A* (𝜑) + 𝑅!A@"3* (𝜑)f, where 207 

𝑅=&D!A* (𝜑) and 𝑅!A@"3* (𝜑) are the adjusted coefficients of determination for the psychometric 208 

and the chronometric curves, respectively:  209 

𝑅=&D!A* (𝜑) = 𝑅R=&D!A* (𝜑) − e1 − 𝑅R=&D!A* (𝜑)f (
E#F(F,

𝑅R=&D!A* (𝜑) = 1 −
∑ H/,0,&'12(=I-(A,B,!"3:)F=-(A,B,!"3:,C))$/,0,&'12

∑ H/,0,&'12(=I-(A,B,!"3:)F=̅-)$/,0,&'12

^  (15) 210 

where 𝑝̂@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑) and 𝑝@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑) are the same terms as in the above likelihood, 𝑝̅@ 211 

is the mean probability of choosing right over all trials, 𝑤A,B,!"3: is the fraction of trials with 212 

heading ℎ, gaze position g and stimulus condition 𝑐𝑜𝑛𝑑, 𝑘 is the number of model parameters, 213 

and 𝑁& is the number of trials performed by subject s.  214 

𝑅!A@"3* (𝜑) = 𝑅R!A@"3* (𝜑) − e1 − 𝑅R!A@"3* (𝜑)f (
E#F(F,

𝑅R!A@"3* (𝜑) = 1 −
∑ K

3&'--,/,0,&'12(56&'--(/,0,&'12))5&'--(/,0,&'12,8))
$9

3"1&'--,/,0,&'12:56"1&'--(/,0,��'12))5"1&'--(/,0,&'12,8);
$L/,0,&'12

∑ K
3&'--,/,0,&'12(56&'--(/,0,&'12))5<)$9

3"1&'--,/,0,&'12:56"1&'--(/,0,&'12))5<;
$L/,0,&'12 ⎭

⎪
⎬

⎪
⎫

  (16) 215 

where 𝑡̂%3!"@@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑) and 𝑡%3!"@@(ℎ, 𝑔, 𝑐𝑜𝑛𝑑, 𝜑) as well as their counterpart for incorrect 216 

trials are again the same terms as in the likelihood, 𝑡̅ is the mean RT over all trials, 𝑤A,B,!"3: 217 

and 𝑤%3!"@@,A,B,!"3: are the fractions of correct and incorrect trials. 218 

 219 

  220 
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Traditional optimal integration model 221 

Based on the optimal cue integration theory (Landy et al. 2011), the linear ideal-observer 222 

model postulated that heading performance in the combined stimulus condition was decided by 223 

an internal heading signal 𝑆!"# that is a weighted sum of vestibular and visual heading signals 224 

𝑆$'&	𝑎𝑛𝑑	𝑆$%& (Fetsch et al. 2011; Crane 2017): 225 

𝑆!"# =	𝑤$'& ∗ 𝑆$'& +	𝑤$%& ∗ 𝑆$%&        (17) 226 

𝑤$%& = 1 − 𝑤$'&            (18) 227 

Assuming each 𝑆 is a Gaussian random variable with mean 𝜇 and variance 𝜎*, weights of the 228 

optimal model are estimated by the cue reliability or precision: 229 

𝑤$'& =	
, 6!%#$⁄

, 6!%#$⁄ )	, 6!"#$⁄ ; 	𝑤$%& =	
, 6!"#$⁄

, 6!%#$⁄ )	, 6!"#$⁄      (19) 230 

𝜎!"# = 3 6!%#$ 6!"#
$

6!%#$ )6!"#
$            (20) 231 

where 𝜎$'&	𝑎𝑛𝑑	𝜎$%& are thresholds of psychometric functions in the visual and vestibular 232 

stimulus conditions respectively. To compare behavior data to optimal predictions, the optimal 233 

threshold 𝜎!"# is calculated by single-cue thresholds in equation (20).  234 

𝜇$'& =	𝜃 + 𝑏$'&; 	𝜇$%& =	𝜃 + 𝑏$%&; 	𝜇!"# =	𝜃 + 𝑏!"#   (21) 235 

𝜇!"# =	𝑤$'& ∗ 𝜇$'& +	𝑤$%& ∗ 𝜇$%&        (22) 236 

𝑃𝑆𝐸!"# =	𝑤$'& ∗ 𝑃𝑆𝐸$'& +	𝑤$%& ∗ 𝑃𝑆𝐸$%&      (23) 237 

Under Gaussian distribution, the internal signal 𝑆 can be estimated from behavior data by 238 

equation (21), where 𝑏$'&, 𝑏$%&	𝑎𝑛𝑑	𝑏!"# are bias terms (assumed to be independent of the 239 

heading direction 𝜃) (Fetsch et al. 2011; Crane 2017). These biases, when estimated from 240 

behavioral data, are equal to −𝑃𝑆𝐸$'&,−𝑃𝑆𝐸$%&	𝑎𝑛𝑑	−𝑃𝑆𝐸!"# respectively. Taking the mean of 241 

both sides in equation (18) yields equation (22). Then, substituting equation (18 and 21) into 242 

equation (22), we have equation (23) used to calculate the optimal 𝑃𝑆𝐸!"# in the combined 243 

condition. 244 

Therefore, the predicted PSE (𝑃𝑆𝐸!"#) and threshold (𝜎!"#) in the combined condition 245 

using unimodal PSE and threshold in the visual and vestibular conditions were used to calculate 246 

the predicted IPSE and ITHR values separately. These predicted values were then compared to 247 

the IPSE and ITHR values calculated using the observed PSE and threshold of psychometric 248 

functions in the combined condition to test if subjects integrate the visual and vestibular heading 249 
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signals optimally (Fig. S4). 250 

 251 

 252 
 253 
Figure S4. Deviation from traditional optimal cue integration model by gaze change. (A) 254 
The average PSE measured (filled black bars) and predicted by the optimal model (hatched black 255 

bars) at [0°, 0°] gaze position in the combined stimulus condition is shown by the right axis (SF: 256 
straightforward, black psychometric curves in Fig. 2). The average IPSE measured (filled color 257 
bars) and predicted (hatched color bars) in the combined condition is shown by the left axis. 258 
Cyan, blue and red indicate E, H and EH conditions respectively. The error bar indicates SEM. 259 
Stars indicate significance (p<0.05). (B) The average threshold and ITHR (measured and 260 
predicted) are shown. Format is as in A. 261 

 262 

  263 



12 
 

References 264 
Chen X, DeAngelis GC, Angelaki DE. 2013. Diverse spatial reference frames of vestibular signals in parietal 265 
cortex. Neuron. 80:1310-1321. 266 
Chen X, DeAngelis GC, Angelaki DE. 2013. Eye-centered representation of optic flow tuning in the ventral 267 
intraparietal area. J Neurosci. 33:18574-18582. 268 
Chen X, DeAngelis GC, Angelaki DE. 2014. Eye-centered visual receptive fields in the ventral intraparietal 269 
area. J Neurophysiol. 112:353-361. 270 
Chen X, DeAngelis GC, Angelaki DE. 2018. Flexible egocentric and allocentric representations of heading 271 
signals in parietal cortex. Proc Natl Acad Sci U S A. 115:E3305-E3312. 272 
Crane BT. 2017. Effect of eye position during human visual-vestibular integration of heading perception. J 273 
Neurophysiol. 118:1609-1621. 274 
Drugowitsch J, DeAngelis GC, Klier EM, Angelaki DE, Pouget A. 2014. Optimal multisensory decision-making 275 
in a reaction-time task. Elife. 3. 276 
Fetsch CR, Pouget A, DeAngelis GC, Angelaki DE. 2011. Neural correlates of reliability-based cue weighting 277 
during multisensory integration. Nat Neurosci. 15:146-154. 278 
Gu Y, Watkins PV, Angelaki DE, DeAngelis GC. 2006. Visual and nonvisual contributions to three-dimensional 279 
heading selectivity in the medial superior temporal area. J Neurosci. 26:73-85. 280 
Kim B, Kenchappa SC, Sunkara A, Chang TY, Thompson L, Doudlah R, Rosenberg A. 2019. Real-time 281 
experimental control using network-based parallel processing. Elife. 8. 282 
Landy MS, Banks MS, Knill DC. 2011. Ideal-observer models of cue integration. In. Sensory Cue Integration 283 
(eds. Trommershäuser, J., Kording, K.P. & Landy, M.S.)   Oxford University Press, New York. 284 
 285 
 286 


	bhac541
	 Diverse effects of gaze direction on heading perception in humans
	 Introduction
	 Materials and methods
	 Results
	 Discussion
	 Supplementary material
	 Funding
	 Data availability



